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Abstract:
Recently developments in genetics create cases that contain numerous co-

variates and few observations. These kinds of data are called High-dimensional
data. In these cases, use of usual statistical methods is not appropriate. Es-
pecially in survival analysis, modeling of high-dimensional survival data is of
utmost importance. One of the usual methods for analyzing survival data is
the use of logistic regression. In this paper will be shown that the performance
of logistic regression is not acceptable for analyzing high-dimensional survival
data [1]. Generalized Breimanâe s Random Forests method for analyzing
high-dimensional survival data, namely Random Survival Forests (RSF), has
a strong e¢ ciency for modeling survival data [2-3]. The main advantage of this
method is that there is no distributional assumption on the regression model.
Then the e¢ ciency of RSF and usual methods for analyzing survival data such
as logistic regression model are compared for modeling a real high-dimensional
survival dataset and results are evaluated.

Finally using random forests and logistic regression models, a real dataset
has been modeled and the accuracy of results are compared by Akaike Infor-
mation Criterion [4]. It is shown that the random forests method and logistic
regression model may presented di¤erent signi�cant covariates. So, based on
the data conditions the researchers should precisely choose the models.
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